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Summary
This paper is an introduction of preliminary research for Ph.D. thesis ‘Machine Learning methods for Urban Flows: spatial effects in Origin-Destinations’. It examines the biggest challenges in the theory of Gravity models and Spatial Interaction models for urban flow prediction, including the nature of the human spatial decision-making. It also outlines the biggest concerns with the methodological approaches for predicting urban flows and presents the future steps of this research.
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1. Introduction

Spatial interaction modelling (SIM) also known as gravity models are typically applied to capture the spatial effects in urban flow. Today, understanding urban flows is increasingly important within an urban world (Kourtit et al., 2014). Whilst the theoretical basis for SIM was developed as early as the 20th century (Wilson, 1971), SIM methods was limited by data availability and computational power (Poot et al., 2016; Pappalardo and Simini, 2018; Guzmán, 2018). In the last decade in an era of “big data”, SIM methods have been developed in the areas of migration flows, trade flows, commuter flows and other areas(Ren et al., 2014; Robinson and Dilkina, 2017; Barbosa et al., 2018). However, simple statistical approaches fail to capture the inherently non-linear and complex nature of urban flows. More recently, advances in Machine Learning (ML) methods and Artificial Intelligence (AI) represents an opportunity to capture these complex representations (Openshaw, 1988). Whilst statistical methods have been expanded to consider spatial non-stationarity, there is a limited number of ML methods that consider this.

2. Background,

Human mobility, spatial behaviours and the spatial decision-making processes has been critically discussed in the literature for decades. For example, scientists began to question the predictability of these decisions of individuals labeled “Economic Man” (Wolpert, 1964). They explored the role of behavioural and cognitive environment in shaping the spatial knowledge and decision process of individuals (Cadwallader, 1975). They found that an individual's perception of the environment is not always related to their behaviour within that environment but there are many more aspects that are difficult to capture by qualitative research alone.

One of the major quantitative findings of urban spatial decision processes is that human travel patterns are far more complex than simple frequency of trips or distances(Hanson and Hanson, 1981). The study found several significant variables, including socio-economic status, family roles and the dimensionality of the trip (single-destination, double-destination or multi-destination trips). In particular, the significance of the gender role transformed the image of the “Economic Man” to one where individual choices are more sporadic than once perceived. Whilst Golledge and Stimson (1996)
agree with this statement but they argue that some rules still apply. In particular individuals are influenced by the economic and social structures created by society but at the same time, individuals want to minimize their space-time utility. The question that remains is to what degree is the spatial decision-making process random? and whether these social structures are explicitly or implicitly imposed (Song et al., 2010).

Following Newton’s laws of gravity, a base framework for SIM and entropy maximization was developed by Wilson (1970). Whilst this base framework is still extensively used to study urban flows, the concept of space is often misspecified (Fotheringham, 1983). In fact, already Newton himself acknowledged that his theory is not without a flaw (Gates, 2019). The misspecification of space is often linked to the distance decay-function, where either the dimensionality dilemma occurs (Fotheringham, 1983), or it violates the first law of Geography from Tobler (2004), (Chen, 2015).

Whilst Anselin (1988) captured these spatial effects, through Spatial Autoregressive models, these alone cannot capture spatial interactions. Because spatial interaction has a two-dimensional relationship based on pairs of areas or units, which needs more complex solutions such as introduction of spillover effects (LeSage et al., 2007; LeSage and Pace, 2008).

Since then, many different methodologies and alternative interaction models has been applied for modelling Urban flows. The Bayesian methods celebrate a great success in application for urban flows modelling, in part due to (LeSage, 2000; Smith and LeSage, 2004; LeSage and Llano, 2013; LeSage and Satici, 2016). However, comparison of Frequentists and Probabilistic approaches on spatial flows with spatial effects by Griffith et al (2017) shows that the Frequentists approach has less residual error and the distance decay parameters were very different. Also radiation models, introduced by Simini et al. (2012) could be one of the alternative models that could further succeed in Urban flow prediction. The models replace distance decay with a function of population size in a radiation distance between origin and destination. However, decreased predictive power as same as in the gravity models was observed in their application (Masucci et al., 2013; Ren et al., 2014; Robinson and Dilkina, 2017). Openshaw (1998) argued for a paradigm shift away from classic statistical approaches, to ML ones. He was one of the first to apply neural networks to model spatial interaction flows, with results demonstrating a two-fold improvement in model performance over classic statistical approaches. More recently, Robinson and Dilkina (2017) also applied a similar methodology which confirm the results of Openshaw (1998).

3. Methods

The aim of the research is to apply ML methodologies including Convolutional Neural Networks (CNNs) on urban population flow data to evaluate their performance with traditional SIMs. Specifically, we want to explore whether incorporating non-stationarity in several CNNs architectures better captures the local patterns of urban flows and improves model fit. Moreover, the research focuses on the spatial aspect of flow networks and correct definition of spatial in the modeling framework.

Following questions are going to be answered.

- What is the nature of the flow, how it relates to human nature and what role does the 'space' plays in their decision-making process?
- Where are the biggest gaps in the traditional methodology; how do we account for 'space' in gravity-based models?
- What are the advances that can be gathered from the recent research?
- Is ML an appropriate methodology for predicting ‘spatial’ urban flows?
- Do ML approaches better capture complex representations of ‘spatial’ urban flowss?
- What are the limitations of ML method for predicting the ‘spatial’ urban flows?

The research uses multiple open data sources to explore the diverse nature of dynamic urban flows. Firstly, NHS patient’s movement data, within the Avon area, are used. Those represents the lower scale
flow data with a strong spatial constraints and are the main dataset for this research. To compare the results with other flows, UK migration data are used. Those represents the high scale flows with a strong socio-economical constraint.

The NHS patient’s movement data are Origin-Destination prescription flow data, where origin is a unique NHS prescriber (general practitioner, surgery, health centre), destination is a unique dispenser (pharmacy) and the flow volume is a count of prescriptions on the flux each month. Both, prescriber and dispenser are geolocated entities that can be connect to place and infrastructure. Using a gravity-based models can help us reveal the patterns of the patients decision-choice based movement. Furthermore, using ML methods will help to tackle the inconsistencies in the SIM theory, validate some of the conclusions made in the theory in recent years and increase the overall accuracy of the models.

There are several methodological challenges that needs to be overcome. Firstly, finding the most appropriate distance-decay function for the patients’ flow is crucial for model building. Secondly, finding a correct model definition for an asymmetrical flow network of NHS patients. Lastly, training a neural network with spatial effects and interpreting the results.

4. Conclusion

Vast majority of the studies face serious overestimations sourced in the model’s inability to capture the outliers. However, in any flow data, urban flows especially, it is the outliers we want to be able to predict with the highest accuracy. The outliers are tightly connected to the spatial and hierarchical aspects of the flow, but models accounting for space in flow data has been built on theories that violate the idea of space and hierarchy in them. Broido and Clauset (2019) proved that almost 95% of natural flow networks possess a hierarchical or spatial structure. This research represents a next step for the social, geographical and AI sciences towards better understanding of machine learning methods for urban flow and urban development. Moreover, understanding the patient’s movements and spatial decision making, is crucial for efficient distribution of sources in health sector.

5. Limitations

Much deeper questions arises here. Firstly, the nature of the urban flow was proved to be complex and is influenced by the diverse nature of a human being and the socio-economical system of our society, subsequently, the scientists are still unsure about how much of the movement is predictable and how much remains uncertain. Perhaps to understand the dynamics of networks, links and the nature of network itself, we first must learn how the network evolves (Batty, 2003). Secondly, the traditional methods, although mathematically simplistic, fail to impress in urban flow modeling (Chen, 2015).

Machine Learning could be effective in modeling flow networks; however, black box models won’t allow us to see the relationships defined inside, and do we really don't want to know? Those are critical issues that cannot be answered by one research, neither by one scientist.
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